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ABSTRACT 
Purpose:  To compare the readability  and quality of the answers given by artificial intelligence (AI) chatbots to 
the twenty-five most frequent searches about cataracts on Google. 

Study Design:  Cross sectional comparative study. 

Place and Duration of study:  Serdivan State Hospital's Ophthalmology Department from March 2024 to April 
2024. 

Methods:  The word 'Cataract' was entered into Google Trends, and 25 trending searches made worldwide since 
2004 were identified. These 25 trending searches were entered separately into AI programs. The answers were 
examined for quality using the Ensuring Quality Information for Patients (EQIP) test, while the readability was 
evaluated using the Flesch-Kincaid Reading Ease (FKRE) and Flesch-Kincaid Grade Level (FKGL). 

Results:  The keywords searched most frequently were ‘Cataract surgery,’‘Eye cataract and 'After Cataract’. The 
EQIP category of all the three AI chatbots was found to be with 'serious quality issues.' When EQIP scores were 
compared, Chat GPT had a lower median value than Gemini and Copilot (p:0.001, p:0.007, respectively), while 
there was no significant difference between Gemini and Copilot (p:0.098). When FKRE values were compared, 
Chat GPT had a lower median value than Gemini and Copilot (p:0.001, p:0.001, respectively), with no significant 
difference between Gemini and Copilot (p:0.557). When FKGL values were compared, Chat GPT had a higher 
median value than Gemini and Copilot (p:0.003, p:0.001, respectively), with no significant difference between 
Gemini and Copilot (p:0.245). 

Conclusion:  All three AI chatbots had an EQIP category of 'serious issues with quality. 'The readability of all 
three was not at the recommended level. 
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INTRODUCTION 

Cataract is a leading cause of vision impairment and 

blindness worldwide, particularly among the elderly. 

The epidemiology of cataracts is critical to 

understanding the burden of this condition on a global 

scale. Cataracts are responsible for approximately 51% 

of global blindness, as stated by the World Health 

Organization. This highlights the substantial influence 

of this eye condition.1 

 AI chatbots are application programs that function 

as virtual assistants, offering services to users through 

conversations in natural language on social media 

networks or websites.2 AI chatbots can be employed in 

various fields, including customer assistance, 
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healthcare interactions, and symptom recognition, to 

aid individuals in determining if they should consult a 

healthcare expert.3,4 AI chatbots can be an essential 

tool for cataract patients. They can increase patient 

compliance in diagnosis, treatment, and post-surgical 

care, reduce patient concerns, and access the correct 

information quickly.5 It is important to acknowledge 

that AI chatbot replies have limitations and hazards, 

such as the possibility of generating inaccurate outputs 

and concerns around data security. Some chatbots may 

provide accurate and detailed information, while 

others may have limitations regarding accuracy, 

clarity, and appropriateness of language.6 

 This study compares the readability and quality of 

Gemini, Copilot, and Chat  GPT responses to the 25 

most common search words about Cataract. 

 
METHODS 

This cross sectional study was conducted between 

March 1st 2024, and April 1st 2024, at Ophthalmology 

Department of Serdivan State Hospital. Since there 

was no process involving data from individuals, 

obtaining ethical committee authorization for this 

inquiry was unnecessary.7 As a preventative move to 

mitigate any bias, all personal browser data was wiped 

before doing the searches. 

 The 25 most frequently searched words related to 

cataract were obtained from Google Trends 

(https://trends.google.com/) by entering the word 

cataract in a worldwide search from January 2004 to 

March 1st 2024. Three conditions, including “Eye,” 

“Eye surgery,” and “Glaucoma,” were excluded from 

the analysis due to their lack of connection to the 

subject. 

 Following the original search order, The specified 

keywords were entered in sequence into Chat GPT 3.5 

(24th version, https://chat.openai.com/), Gemini 

February Version (https://gemini.google.com/), and 

Copilot (https://copilot.microsoft.com/). Prior to 

initiating search queries, all browser records were 

thoroughly erased, and a separate account was created 

to engage with each AI chatbot, guaranteeing clear 

segregation. In order to maintain segregation and 

improve analytical procedures, each inquiry was 

treated on an individual chat panel. The obtained 

responses were stored to conduct assessments on 

legibility and excellence. 

 The obtained resources were evaluated for quality 

using the EQIP tool. This device evaluates various 

facets of the material, including its coherence and the 

caliber of its composition. The survey consisted of a 

total of 20 questions, where participants were given 

response options such as “yes,” “partly,” “no,” or 

“does not apply.” The rating system entailed 

multiplying the count of affirmative responses by 1, 

the count of partially affirmative responses by 0.5, and 

the count of negative responses by 0. The acquired 

value was divided by 20, which represented the total 

number of elements. If a response was deemed ‘not 

legitimate’, the number of responses were deducted 

from 20 and then split. Ultimately, the percentage was 

derived by multiplying the value by 100. Texts that 

received ratings between 76% and 100% were 

categorized as ‘well written’, suggesting exceptional 

quality. ratings between 51% and 75% indicated good 

quality with minor issues’, while scores between 26% 

and 50% indicated ‘serious quality issues’. Texts that 

scored between 0% and 25% were considered to have 

‘severe quality issues.8 Two Ophthalmologists scored 

the EQIP. 

 The AI Chatbots’ information readability was 

evaluated using the FKGL and FKRE metrics. To find 

the FKGL, one must follow a series of procedures, 

such as dividing the word count by the sentence count, 

multiplying the result by 0.39, dividing the word count 

by the syllable count, and finally multiplying the result 

by 11.8. Considering variables like sentence length 

and syllable count, the estimated comprehension was 

obtained by adding together the results and subtracting 

15.59 from the final figure. A higher number showed 

that the language was difficult to understand, whereas 

a lower value showed that you can understand it. To 

find the FKRE, on the other hand, the text's readability 

was multiplied by 1.015 for the average sentence 

length (the average number of words per sentence) and 

84.6 for the average syllable count per word. 

Subtracting the resultant difference from 206.835 

yielded the final figure. Better readability was 

indicated by a lower Ease of Reading score, whereas 

greater complexity was indicated by a higher score.9 

 Statistical analysis was performed using SPSS 

version 27 (IBM, New York, USA). The normality of 

data was evaluated using Shapiro-Wilk test. Mean ± 

standard deviation was used to describe continuous 

data, while frequency was used to represent 

categorical data. The Kruskal-Wallis test was used to 

calculate the differences among groups. The 

significance level was set at 0.05. 
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RESULTS 

The keywords most frequently searched were 

‘Cataract surgery,’‘Eye cataract,’ and ‘After Cataract’ 

(Table 1). According to the EQIP Tool, 45.45% were 

conditions or illnesses, 36.36% were tests, operations, 

investigations, or procedures, 13.63% were 

discharged, or aftercare and 4.54% were medications 

or products. 

 
Table 1:  Terms related to cataract from 2004–2024 are included 

in the Google Trends (Irrelevant Terms Are crossed out). 
 

Rank Keyword 

1 Cataract surgery 

2 Eye cataract 

3 Eye 

4 After cataract 

5 After cataract surgery 

6 Eye surgery 

7 Eye surgery cataract 

8 Cataract lens 

9 What is cataract 

10 Cataract surgery cost 

11 Cataract vision 

12 Cataracts 

13 Cataract eyes 

14 Cataract operation 

15 Cataract meaning 

16 Cataract symptoms 

17 Glaucoma 

18 What is cataract surgery 

19 Cataract laser surgery 

20 Cataract treatment 

21 Cataracts surgery 

22 Cataract eye drops 

23 ICD-10 cataract 

24 Cataract surgery recovery 

25 What is a cataract 

 
 Trinidad and Tobago, Singapore and Australia 

ranked highest in terms of search interest scores 

(Figure 1). 

 Figure 2 displays the graph illustrating the

temporal evolution of cataract popularity as observed 

using Google Trend Analysis. 

 

 
 

Figure 1:  An analysis of the global demand for searches related to 
cataract in different regions, based on data from Google Trends 
(excluding regions with relatively little searches). 

 
 A statistically significant disparity in FKRE scores 

was seen among the chatbots (p=0.001). Upon 

applying the Bonferroni correction, a pairwise analysis 

was conducted, which indicated a statistically 

significant disparity in FKRE scores between Chat 

GPT, Gemini, and Copilot (p:0.001, p:0.001, 

respectively). Gemini achieved the highest score, 

while Chat GPT obtained the lowest score. There was 

no significant difference between Gemini and Copılot 

(p:0,557). 

 The FKGL scores between the chatbots also 

demonstrated significant differences (p<0.001). Upon 

using the Bonferroni adjustment for pairwise 

comparisons of FKGL scores, it was observed that 

Gemini and Copilot exhibited significantly lower 

FKGL scores compared to Chat GPT (p:0,003, p:0,001 

respectively). There was no difference between 

Gemini and Copılot (p:0,245) (Table 2). 

 

 
 

Figure 2:  An analysis was conducted on the worldwide search interest between 2004 and 2024 using data obtainedfrom Google Trends. 
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Table2: When analyzing chatbot-generated content, statistical measurements such as the median, minimum, maximum, mean, and 

standard deviation are employed. 
 

Chatbot Median Minimum Maximum Mean Std. Deviation 

Gemini 

EQIP Score 44.31 25 53.33 43.98 7.91 

FKRE 54.95 36.70 64.20 51.92 7.85 

FKGL 9.65 7.50 13.40 10.06 1.69 

Copilot 

EQIP Score 39.64 20.58 53.84 40.39 7.49 

FKRE 51.65 35.10 67.50 50.97 7.90 

FKGL 9.40 6 11.70 9.30 1.55 

Chat GPT 

EQIP Score 34.16 23.07 50 34.80 6.53 

FKRE 40.20 18.70 70.50 39.90 10.58 

FKGL 11.70 8 15.80 12 2.21 

 
 The median values of EQIP scores were 44.31 in 

Gemini, 39.64 in Copilot, and 34.16 in Chat GPT. 

EQIP scores between chatbots differed significantly 

(p<0.001). Pairwise comparisons of EQIP scores using 

Bonferroni correction revealed that Gemini and 

Copilot were statistically significantly higher than 

Chat GPT (p:0.001, p:0.007, respectively). There was 

no significant difference between Gemini and Copilot 

(p:0,098). 

 
DISCUSSION 

Our results indicated that the AI chatbots' responses to 

inquiries connected to cataracts did not adhere to the 

prescribed standards of readability. It was determined 

that all chatbots exhibited significant quality 

deficiencies. Furthermore, the comparisons revealed 

that Gemini and Copilot generated content that was 

more legible and of superior quality in contrast to Chat 

GPT. While there was no statistically significant 

distinction observed between Gemini and Copilot, 

Gemini exhibited a superior level of readability and 

content quality. 

 According to the data, the three keywords that 

were most commonly searched were “Cataract 

surgery,”“Eye cataract,” and “After cataract.” The 

frequency of these search terms suggests a significant 

inclination towards acquiring knowledge regarding the 

symptoms, indications, and therapeutic approaches for 

cataracts. This highlights the imperative for easily 

accessible, expeditious, and accurate information 

about Cataract. In order to meet this need, it is crucial 

to evaluate AI chatbot material, deliver training in AI 

chatbots using reliable sources, and re-educate AI 

chatbots under the supervision of a panel of healthcare 

experts to guarantee high-quality and comprehensible 

information. 

 The quality and readability of AI chatbot

responses about cataracts can vary. Some AI chatbots 

may utilize sophisticated algorithms and natural 

language processing to generate detailed and accurate 

responses about cataracts. Others may have limitations 

in their knowledge base or need help to effectively 

communicate complex medical information in a user-

friendly manner.6 

 Yilmaz et al, compared chatbots for cataract 

patient education and found that chat GPT provided 

the most accurate and comprehensive answers to 

cataract-related questions. In contrast, Bard (artificial 

intelligence chatbot developed by Google) provided 

the most understandable answers.10 

 In our study, the quality and readability levels of 

the texts generated by Gemini and Copilot were higher 

than those produced by Chat GPT, which may be 

attributed to their more recent development compared 

to Chat GPT. Although there was no statistical 

difference between Gemini and Copilot, Gemini had a 

higher EQIP score, likely due to the inclusion of visual 

content in its answers. 

 According to Ittarat et al’s, findings, chatbots can 

guide patients through pre-cataract surgery, explaining 

the procedure, recovery time, and post-operative care. 

They can also address common concerns, such as 

potential risks, reduce anxiety and uncertainty about 

the surgery, and ensure that patients have realistic 

expectations.6 

 According to the National Institute of Health, it is 

recommended that health-related content be written at 

a reading level that is equivalent to or below that of an 

eighth-grade student.11 The results of our investigation 

demonstrated that the text readability produced by 

chatbots regarding cataract was consistent with the 

expected comprehension levels of those who have 

completed around 16 to 17 years of formal education. 

In order to regulate the degrees of legibility, AI might 
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be educated using revised guidelines. At the same 

time, content generated under a panel of experts' 

supervision could be beneficial in adhering to the 

requisite readability criteria. 

 According to Pan et al's, findings, AI chatbots 

provide accurate information in response to significant 

cancer-related search queries. However, the responses 

were often lacking in practical application and were 

written at a comprehension level more appropriate for 

higher education learners.12 

 While AI chatbots offer instant responses about 

cataract that are convenient and accessible for users' 

inquiries, research suggests potential limitations 

regarding the quality of the content.13 For example, 

Coşkun et al, reported that Chat GPT has difficulties in 

delivering precise and high-quality. patient 

information on prostate cancer.14 Cocci et al, 

discovered that Chat GPT generated subpar 

information pertaining to patients in the field of 

urology.15 Şahin et al, compared 5 different AI 

chatbots about erectile dysfunction and found that 

none of the chatbots had the required level of 

readability and quality.16 

 Although chatbot responses are generally 

understandable, the suitability of the content might 

differ, with specific responses omitting crucial 

elements. This highlights the need for caution when 

utilizing chatbots for medical information.17 According 

to Temel et al, employing different approaches, such 

as streamlining sentence structures, utilizing 

straightforward language, offering explicit 

explanations, arranging the content efficiently, and 

incorporating visual features, might enhance the 

readability of the content generated by Chat GPT.18 

 Inconsistencies in chatbot responses may arise due 

to factors such as training data and conversation 

history, despite the chatbot’s capacity to generate 

high-quality phrases and effectively handle diverse 

conversation subjects. Consequently, it becomes 

imperative to employ approaches to identify and 

rectify these inconsistencies.19 

 There were some limitations of our study. Initially, 

the search was limited to the initial 25 terms, which 

may have negatively affected the accuracy of the 

results. The inclusion of additional keywords in a 

comprehensive technique has the potential to yield 

more accurate and refined conclusions. In addition, 

expanding the utilization of non-English keywords 

could enhance the scope of the evaluation, leading to 

more generally applicable findings. Second, the 

chatbots used in our study are the publicly available 

Chat GPT 3.5 and Gemini. There are also upgraded, 

paid versions of these chatbots. This is one of the 

limitations of our study, given that the paid versions 

may provide better responses.20 The study could be 

redesigned using the latest version of these chatbots. 

 
CONCLUSION 
While AI chatbots can offer exciting potential in 

providing information about cataract, users should 

exercise caution and not become overly reliant on 

them. Users must evaluate the sources critically and 

not rely solely on AI-generated data. AI chatbots 

should continue to be developed. As AI chatbots 

continue to evolve and improve, the quality and 

readability of their responses about cataract can be 

expected to improve. 
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